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Architecture diagram
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Overview

Guralp Data Centre software consists of several applicatmosiding systemstate of health
monitoring, data collection andistribution, and remote configuration capabilitie¥his document
describes the software packages providedplaining the architecture, software components and
communication between them.

Software Components
List of all applications included in Data Gerdoftware package:

- IRIS ringserver

- slinktool

- Guralp Data Centreontrollerservice
- Gdralp Data Centre monitor

- Gduralp responder service

IRIS ringserver

Ringserveris a weHestablished streamoriented packet ring buffer used primarily to transport
packetized time series of dat&ingserveisupports TCP based protocol3atalLink SeedLinkand
HTTP/WebSockeThe program has a built miniSEER@rchiver and in defaticonfiguration provided
by Giralp, keeps the data archived for |astays.

Configuration details can be found in Giralp Data Centre Operator Manual.

Read morehttps://github.com/iris-edu/ringserver

slinktool

Slinktoolis used as a diagnostieeedLinkclient for latency monitoring. The tool connedb the
ringserverand examines the latency tfie data packets received. Latency is reported to the system
log which is then read by Guralp Data Centre Monitor application and the highest latency value is sen
in the state of health packet.

Read morehttps://github.com/iris-edu/slinktool

Guralp Data Centreontrollerservice

Guralp Data Centreontroller service is astandalone application run as a servigaesponsible for
SeedLink connection management and Guralp Data Centre Monitor configurafitwe. goplication
communicates withithe Discoverydesktop application througfi CFPconnection on portl1788 using
proprietary protocol in both directions: Discoveservice and servieBiscovery.

Service is enabling/disabling and starting/stoppiigk2daliand slinktool services responsible for
data collection and latency calculation for each seismic statimmected to data centreAdditionally,
this service modiéis the configuration ofthe Data Centre Monitor with settings configured by the
Operator inadedicated graphical user interface widgetim Discovery desktop application.

Guralp Data Centrglonitor

Guralp Data Centrionitor service is a standlone application, run agservice, responsible fahe
periodic senthg of state of health packstcontaining the latest information about Data Cent&iate

of health packet are sert to selected Guralp responder instances and can be configured by the
Operator through eithera dedicated GUI widget iDiscoverydesktop application, or by manugl
editing the guralpmonitor.ini configurationfile.
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https://github.com/iris-edu/ringserver
https://github.com/iris-edu/slinktool

The onfiguration file is located ivar/cache/guralp/guralpmonitor.ini and containgpairs of key
value entries:

Key Description Type
registry_addresses Comma separated IP addresses of | Comma
Guralpresponder servers to which the separated list of
state of health packet should be send strings

to
registry_group_id Guralp responder server group String
identifier string used
filter_monitored_channels SEED globing style filter for channels| String

activity monitoring
filter_monitored_latency channels SEED globing style filter for channels| String
latency monitoring
monitoring_period_latency Period of time in seconds that should| Integer
be used to find the highest data laten:
monitoring_period_adve channelg Period of time in seconds that should| Integer
be used to detect number of active
channels
monitoring_period_active devices| Period of time in seconds that should| Integer
be used to detect number of active
devices

storage_monitor_dir Directory that should be used for String
storage monitoring, if this entry is not
present, NRA y 3 & SddInGIXSRé@ry

is used.
Example file:
[Version_1]
filter_monitored_channels=""{1,2} \\VL{1,5 VWVLN W L{L,3)
filter_monitored_la tency_channels="".{1,2} W {1,5) VLN L{1,3)

monitoring_period_active_channels=120
monitoring_period_active_devices=300
monitoring_period_latency= 30
registry_addresses=127.0.0.1
registry_group_id=guralp3
storage_monitor_dir=/var/cache/guralp/miniseed

Daa Centre Monitor provides the following functionality:

- It finds the highest latency for channels accepted by the filter and time period configured.
The kealth monitor periodically reaglthesystem log generated tyfinktoolto find the highest
channel latency satisfied by the filter and time restrictiofike length of time over whicto
examine the lodile in search othe highest latency is configured dnuralp monitor.inifile as
monitoring_period_latencyand is expressk in number of secondsThe channels to be
considered for latency searere configured agilter_monitored_latency channelasa SEED
globingexpression, for exampl&G????70L27?2will select all channels from networkGand
locationOL (ie: DG.12345.0.HHZDG.12345.0L.HHDG.54321.0L.CHZ

- It scans foranumber of active channels the time period configured.

As for the latencydata centremonitor is periodically examining system log generated by
slinktoolto monitor the number of active channelbdt pass through th&EED globinfgter
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configured infilter_monitored channelsentry of guralp monitor.ini file. System log is
scanned foa period agonfigured inmonitoring_period_active_channeéntry.

- It scans foranumber of active devices the time period configured.
Similar to active channels monitoring functionality but does not provide filter configuration.
The bgfile is examined foa period asonfigured inmonitoring_period_active_devicentry
of guralpmonitor.ini file.

- It monitors thestate of important services.
Health monitor periodically check the state of services required for the Data Centre to
operate correctly. The Ist of services is configured iguralpmonitor.ini file under
monitor_serviceentry but it is highly recommended not to modify this configuration entry.

- It sends state of health information to Giralp Responder instances.
The ervice to notify receivers about the latest state of healthtloé Data Centre sends
periodic UDPpackes on port 11788to all configured instances dhe Gulralp Responder
servers.The Ist of servers is configured iuralpmonitor.ini file underregistry addresses
entry. Packets areentwith group identifier configuredsregistry group_idvalue.

Guralpresponder service

Gduralp responder service is a staaldne application, run as a service, responsible for collection and
re-distribution of state of health information packets sent by Gursdfismicstations, Data Centre
Monitors, and in special casd3iscoverydesktop applications. Responder service is listening bR

port 11788for incoming state of health packets (device registration), and state of health enquiry
(device state of health request).




Communication overview
Data Collection

FORTIMUS A — sink2dali

aacket SeedLink connection

TCP port 18000
~| FORTIMUS B |

t SeedLink connection
TGP port 18000

sink2dali >

> siink2dali > IRIS ringserver

FORTIMUS C i

SeedLink connection
TCP port 18000
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Health information packet
P port 11788

IRIS iIngserve usesslink2daliservice to collect the data from the seismic station. Data is collected
usingSeedlink protocol throughTCFPconnection on portLl800Q Data acquisition for a given station
can be started either remotely througtDiscovery desktop applicatino, or manually by
enabling/startingslink2daliservice for the station when logged into the Data Centre computer, more
details on how to start a connection can be found in Glralp Data Centre Operator Manual.
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Data Distribution

— slinklool

— > shinktool

IRIS ringserver ——>] slinktool

Earthworm

SeedLink connection
TCP port 18000

Enable/Disable/Start/Stop services

> SeiscomP3

SeedLink connection
TCP port 18000

Narlcachelguralp/miniseed
(default 3 days)

Data Centre data distributivis handled byRISingserverand is provided aSeedlink and/or DataLink
connection instantiated by the remote client onCPlink. Default port configuration iS.6000 for
Datalinkand 18000for SeedLink




Configuration management

—— siink2dali — o siinkiool
Enablel Disable/Start/Stop services EnablelDisable/StarStop serv
IRIS ringserver collectoridistributor
Giralp data I
Configuration exchan;
TCP port 11788
Setimodify configuration Operaiors o)
=
desktop appication
Lat
— i
Lat
— Giiralp data centre monitor <---
Lat:
S
Operators Discovery
desktop application
State of Health information packet
UDP port 11788 / loopback

Configuratiorof Data Centre software package components can be done, under normal operation, by
the Discovery desktop applicatiorDiscoveryprovides functionality to configure which seismic
stations Data Centre shoulie connecedto and what conditionshould be used to generate state of
health information. Configuration exchange is performed on poit38 TCRonnection between Data
Centre andiscoveryDiscovery requestthe current configuratiorfrom the Data Centre, modifiet

if required and send back theupdated structure.

Extra configuration may be required during installation and the possible options are described in
Gilralp Data Centrinstallation document.




State of health

State of health informatiorcan bedistributed to multiple registries byoth, Guralp Data Centre
Monitor serviceand Giiralp seismic statiam port11788throughUDPpackets. Information gathered
from the system is packetized and $ém configured Giralp Responder servarde redistrituted on
request.

State of health information is requested by Discovery desktop application from the registry and
displayed irthe application main window table. More detailed information about system status can
be obtained by accessing either device dasdrd (for seismic stations) or state of health dashboard
(for data centre instance). More information about how to operate Discovery application can be found
in Guralp Data Centre Operator Manual.









