gUralp"

e AN A A

Guralp Data Centre

Operator manual

Contents
Acquisition software components diagram ......c.ueiiiiciiii i 3
OVEBIVIBW ..ttt ettt et e et e e ettt e e s st e s e b et e e e s b et e e e s r et e e s an s et e e e n s e e e e e anreeesannreeesanreeesenreeesennnenes 4
Yo ] iaNV Tl ol g g o Yo T aT=T o1 £ PSP 4
ORI aATING SY S OM e e e e e e e e e e e e e e e e e e e e e e eaaaeaeas 4
REGUITBIMENTS. ...ttt ettt et e e e e st bt e et e e e s s aabebeeeeee s e aasbeaaeeeeessanssbaeeeesssssannnnnes 4
Y=o U [ ) 1Y PP TP PPPT PP 5
(0o o] = {U T 4 o o N PP UPR 5
L R g =T =T V=T PPNt 5
Ringserver miniSEED files storage location configuration ..........cccueeeeciiieiciiiee e, 5
Ringserver miniSEED files storage auto-clean configuration...........ccceecvveeiiiiieeiicciie e, 6
SHINKEOOL. ..ttt ettt e sttt e st e e s bt e s sbb e e s bt e e sab e e sabeesabaeesabeesabeeeabeesaneeenars 6
SHNK2A@I <.ttt et b e s bt sttt e b e bt e b e she e et e e be e beesaeesaneea 7
Guralp Data Centre CONTrOlIEr SEIVICE ......uiii ittt et e et e e e e sabae e e eenaaeeeeas 13
GUralp Data Centre MONITOL SEIVICE ....ccicuuiieecciieeeecieee e et e e et e e e e etre e e e streeeesasaeeeesssaeeesanseeeesnnsaneanns 13
LCTu ] =1 o I gt o To o [o [T o Y=Y VA ol TSP 15
GUralp DiscoOVEry apPliCation ......ccicciiieiiciiie et e e et e e et e e e snra e e e sntaeeeesareeeeas 15
(O 01=] o) o] o ISR 16
L R =21 V=T Nt 16
SHNKEOON .ttt sttt et e b e e s bt e s ae e s at e st e e bt et e e beesbeesaeeeaeeentean 18
SHNK2A@I 1.ttt et e e e s 18
Guralp Data Centre CONTrollEr SEIVICE ..ouuiii ittt e e e sbae e e ssnaaeeeeas 18
GUralp Data Centre MONITOL SEIVICE ...ccccciiieeeciiieeecieee e et e e et e e e e teeeeeetreeessasseeeesasaesessssaeeeennsenaanns 19
] 1 o Mg o To o [o [ Y=Y VA ol TSR 19
GUralp DiscOVEry apPliCation ......ccicciiie it e et e e e s eaar e e e e sntae e e sataeeeenareeeeas 20
SEAtE OF HEAITN . s s s 20
(@0 0) 7= (U= 1 4o o PRSP 28
Y U] o] o] o AT 30
RV =1 1[0 o PSP PP RO PP PR TOPRPRROR: 30
APPENIX L - AFCNIEECLUIE ..uviiiiieeee et e st e e e et te e e e sbt e e e e sbteeeesbtaeeesstaeeesastaeeesnes 31
L0 A =T o PP 33



Yo ] in NV L=l el s o] o Yo Y T=T o £y RSP SRR 33
L S g1 T =T V=T PPNt 33
SHINKEOOL. ..t ettt e st e e st e s be e e s b e e s beeesabeesabeeesabeesareesneeesreeenns 33
Guralp Data Centre CONTrOllEr SEIVICE .oovuiiiii it e e s ae e e s saeaeeeeas 33
GUralp Data CeNIre IMONITOr ... ..viiiciiieccieee ettt e e e et e e e et e e e e rataeeesrasaeeeensaeeesnseeeesanssneenan 33
] =1 o W] o To oo [T oYY VA ol TP 35

COMMUNICATION OVEIVIEW ..ciiiiieiiiieee ettt ettt e st e e st e e e s b e e s s e e e s s nre e e s snre e e e eanneneeennnenes 35
(D) =l 0] | [=Tot o] o TS T T PP U PP PPP 35
Data DiSTriDULION . ...ciiiieeie et ettt e s b e e sab e sbe e s ne e e sareeennes 36
Configuration MaNAZEMENT........cii it e e e e e rte e e e e sata e e e s saraeeeesntaesesnseeeesansreeenas 37
StAte OF NEAITN ...ttt 38

SUIMIMIAIY e e e e e e e e e e e e e s e e s e e e s e e e e e e e e e s e e e s e esssssasasssssasasasssasssssasssasassssssessssassassssasasasesesasesenns 39
Network protoCols AN POIES.....ccuiiii it e e e e e e e e e e s e sabeeeeesareeas 39

APPENdixX 2 - INSTAlIAtION ...eiiii i e et e e e s e e e e te e e e snrraeeesnes 40

TaI &= 1 A o) o 1= {0 [T 1P 41
T oo [¥Tord o] o WO OO P TUPOP OO PPORPPRTPPUPPUPONt 41
Operating SYStEM FEQUITEIMENTS ...cviiii ittt ettt e e e e e ettt e e e e s e s sssbbereeeeeessssssbtaaeeeesssssssnseneeeees 41
SOftWare PACKAZE CONTENT ..cciueiiie it e e et e e s ratr e e e eataeeesntseeesnnereaeans 41
INSTAIIATION <.ttt et et b e bt e st s et e bt e b e s be e she e st e et e e nbeenbeesaeeea 41

INSTAIT TIDMISEEA ...ttt b e bt s bt st e et e beesbeesbeesaeenas 41
INSTAIT SHNKEOON ...t b e bt st st e et e sbe e sbeesaeesaeenas 42
INSTAIT SHNK2A@l...ceeeeeieeee e s st sane e 42
Install Gliralp Data Centre SOftWAre .......uvii i e e e s 42
VIFICATION -ttt st ettt b e be e she e sab e et e e beenbeesaeeeas 42

DOWNIOAM ...ttt ettt b e s h et s at e et e e bt e b e e s bt e e bt e sa bt e bt e b e e bt e sheeehe e et e e teenbeesaeesaneeas 43
DOCUMENTATION: cieiiiiiiiie et 43
N o AN TSl o F- (o] Y= YU 43

] U] o] ¢ o] o A T T T T T T T T T TP P PP TP PP PP 43



gt‘Jroﬁ

Acquisition software components diagram
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Overview

Guralp Systems Data Centre software package (Acquisition software package) consists of several applications providing system state of health monitoring,
data collection and distribution, and remote configuration capabilities. This document describes how to use and configure selected components of the
software package.

Software components
List of all applications present in the software components diagram:

- IRIS ringserver

- slinktool

- slink2dali

- Guralp Data Centre controller service
- Guralp Data Centre monitor service

- Giralp responder service

- Guralp Discovery application

Optional components:
- Earthworm client
- SeiscomP3 client
Operating system

Requirements
Guralp Systems Data Centre software package has been tested on the following x86_64 platforms:

- Red Hat Enterprise Linux 8 (or equivalent, e.g. Rocky Linux 8 or AlmaLinux 8)
- Amazon Linux 2

Support for other platforms might be considered upon request (minimum system dependency requirements are: systemd v239, Qt v5.12.5, polkit v0.115).
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Security
Guralp Systems Data Centre software requires access to the network in order to operate correctly. Please make sure that the system security settings allow
the network traffic to and from the machine on ports specified in the table below. It also might be needed to configure SELinux features in relation to the
mentioned requirements.

e AN A A

Port Protocol Description

11788 | UDP Used for sending and requesting state of health information by system
components and Discovery desktop application.

11788 | TCP Configuration exchange protocol used by Discovery desktop application to
configure data streaming connections.

16000 | TCP Datalink data transmission protocol connection to IRIS ringserver.

18000 | TCP SeedLlink data transmission protocol connection to IRIS ringserver for both
incoming and outgoing data streams.

Configuration

Ringserver
IRIS ringserver does not require any specific configuration unless change in either default storage location (/var/cache/guralp/miniseed/) or time for which
the data is kept on the hard drive is required. Application runs as an operating system service and listens for SeedLink connections on TCP port 18000. If
required listening port is different to 18000 please contact support@guralp.com for instructions.

Ringserver miniSEED files storage location configuration
IRIS ringserver storage location is configured by the home directory of ringserver user and if required can be changed by system administrator by editing
the user properties. Newly selected directory should have sufficient permission and ownership. The steps below show how to modify the home directory of
the ringserver user in Red Hat linux environment (please note that commands may require elevated permissions).

1.

2.

Copy tmpfiles.d guralp-miniseed.conf file to /etc system location
cp /usr/lib/tmpfiles.d/guralp-miniseed.conf /etc/tmpfiles.d/guralp-miniseed.conf

Edit the copied configuration file and append a new line specifying the new storage location:

d /run/guralp/etc 0755 root root

F  /run/guralp/etc/iris-ringserver.conf 0640 root ringserver
d /var/cache/guralp/miniseed 0775 root ringserver
d /mnt/new/storage/directory 0775 root ringserver

Save the changes made to the file

- MSeedWrite %%n_%%s_%%1_ %%c_%%Y_ %%j.mseed
3d
3d


mailto:support@guralp.com
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4. Modify the ringserver user home directory
usermod -d /mnt/new/storage/directory ringserver

5. Reboot the system to apply the changes
Please note that only the following top directories can be used: /home /media /mnt /opt /srv /var

Ringserver miniSEED files storage auto-clean configuration
IRIS ringserver storage is controlled by system tmpfiles clean timer and can be configured by editing guralp-miniseed.conf file. In order to change the
configuration of time that historical data is kept in the system please follow the steps below.

1. Copy tmpfiles.d guralp-miniseed.conf file to /etc system location
cp /usr/lib/tmpfiles.d/guralp-miniseed.conf /etc/tmpfiles.d/guralp-miniseed.conf

2. Edit the copied configuration file and change the age of storage location to the required value.

d /run/guralp/etc 0755 root root
F /run/guralp/etc/iris-ringserver.conf 0640 root ringserver - MSeedWrite %%n_%%s_ %%l %%c_$%Y %%j.mseed
d /var/cache/guralp/miniseed 0775 root ringserver 3d

where 34 is the age of temporary files (read more: https://www.freedesktop.org/software/systemd/man/tmpfiles.d.html).
3. Save and reboot the system

slinktool

Slinktool process runs as a service with parameters provided through the service name in a form of a ‘@’ separated list of values. Under normal operation
there is no requirement to manually configure (enable/disable or start/stop) the service, this task is performed by the Data Centre controller on remote
request from the Discovery desktop application.

Manual service configuration can be performed but it is not recommended. In order to do that, please log in to the Data Centre computer and use systemctl
command to enable/disable and/or start/stop the slinktool service. Slinktool service is run with a set of parameters:

s1inktool@NCE@STATCE@LOCHN@CONNECTION@PORT.service
where:

- NC, is SEED network code,

- STATC, is SEED station code,

- LOCHN, is SEED location and channel codes

- CONNECTION, is the connection IP address or hostname, for latency monitoring in the Data Centre this is set to 127.0.0.1 (localhost)
- PORT, is the connection port


https://www.freedesktop.org/software/systemd/man/tmpfiles.d.html

i

glralp W**—“"MMM““/\/WWWV"M“MPM

Wildcard character for SEED location and channel name can be used and is represented by ‘_’ character. Also, a list of location and channel names can be
provided to a given service and should be separated with ‘- character.

Example:

slinktool@DGR0O585AR @127.0.0.1@18000.service, will connect to station 0585A of DG network, subscribing to any channel (wildcard selector of
5x ' ' character).

slinktool@DGRO585AR0NHHZ-0ONHHN-ONHHEQ@127.0.0.1@18000.service, will connect to station 0585A of DG network, subscribing to ON.HHZ, ON.HHN and
ON.HHE channels.

slink2dali

Slink2dali process runs as a service with parameters provided through the service name in a form of a ‘@’ separated list of values. Under normal operation

there is no requirement to manually configure (enable/disable or start/stop) the service, this task is performed by the Data Centre controller on remote
request from the Discovery desktop application.

In order to configure the required connection (slink2dali and slinktool services) use the Discovery desktop application.

1. Open Discovery desktop application and change the view to “Registry” mode
2. Right click on the Data Centre instance

| @ caralp Systems - Liscovery

o
file £dit Tools Window Help
System  Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
Aquarus AQUA4SA 5210 2010023 1030008 1030018 25525500 000024 00000 00000 -1234 nia wa
Toimus  TMUS-S85A 22619 2011215 1030068 1030068  255255.0.0 26 days 221k 513612 L1643 12500  70.99% nfa wa
5 | QI & | Comet RED Fortimus  FMUS-9059 36953 2111311 10.30.0.20 1030020 255255.0.0 4daysOHrs 513614 11639 1234 98.68% na na
é‘ © | @ | comet Five-character serfal number  Minimus  MIN-12345 74565 2.1-11547 10.30.0.11 1030011 25525500 6days 23 Hrs 513612 -L16A0 11420 972.73% 3.905 4535
©®) @ conet v LaneL Wininus  MIN7957 31063 211012 1030049 100049 2525500003621 SLI6IS LIS 123 908 nja wa
0 ) comet o LheeL Miimus  MINO355 37717 20882 1030000 1030080  255255.00 10days 23 Hrs -50.0000 855410 1234  487% nja wa
A O @ | comet o Mnmus  |MINCCS? 2311 21060 1030038 1030038 5525500000046 [SLII2 -LIGO -4 9973%  nfa wa
@) =) Comet dockoau-deck-dev.quralp ocal Discowy  atu-deck-dey CS262261CEC 11263 10300108 1030.0.408  255255.00 6daysOlks  SLISHL -L1639 000 97.94% wa

Scan Locally. Repistry | Cloud srver confiousalion o X
Registered Systems Experimental mode gurGIp

3. Select Configuration option



4. In the configuration widget, if not preloaded with configuration, click on “Restore” button to retrieve the Data Centre configuration.

@ oregon - Data Centre Configuration - Discovery - m] X

General settings

Registry group identifier: ‘gura\pE

Manitoring period for latency channels: ‘30

Monitering period for active channels: ‘SU

Filter for active channels monitoring: ‘??.?77??.??.??7

Filter for channels latency monitoring: ‘??.?7???.UN.???

|
|
|
Monitoring period for active devices: ‘120 |
|
|
|

Storage information base location ‘

Registry servers

127.0.0.1 Remove

Add server

Station subscription list

DG.06B55 (81.149.31.241:18000) ‘??.??? Remove

Add station from discovered | Add station manually

I Restore I Cancel Apply

5. Widget populates the list of currently configured connections and provides control button to remove the connection if no longer required.
Connection subscription channel list can contain multiple SEED channel names (LOCATION_CODE.CHANNEL_CODE) defined as a space (* ‘)
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separated list.

@ oregon - Data Centre Configuration - Discovery - m} X

General settings

Registry group identifier: |gura|p3

Monitoring period for latency channels: |3EI

Monitoring period for active channels: |60

Filter for active channels monitoring: |7=_73177_17_17;

Filter for channels latency monitaring: |?3.??3??.0N.?3?

\
)
\
Manitoring period for active devices: |120 ‘
\
\
\

Storage information base location |

Registry servers

127.0.0.1 Remove

Add server

Station subscription list

I
DG.06BS5 (81.140.31.241:18000) |72.777 | remowe

Add station from discovered |Add station manually

Restore Cancel Apply




6. Connections can be quickly added from the list of stations populated in the Discovery desktop application main window through “Add station from
discovered” button, or manually by clicking on “Add station manually”.
a. Add station from discovered.
When actioned, new widget with a list of discovered stations is displayed and tick-boxes are available for selecting to which stations the
Data Centre should connect to. Once list contains required stations, press “Add selected” button to confirm.

atency chanmels: |30

sitive chamnats: I
(® Selectstation..  — O 4
sethe devices:
s monRoding: ﬂ D
] oG.oFasc
ncy rmmbonrhg:
] oG.oomso
s location -
] pG.oaas0
] pG.oewsn
] pe.os4sa o]
] oG.osese
Add =
[] oG.ouss0
t ] oG.ozes?
Rem
Toggle all Cancel Add selected
Rem
Rem
" Ry

Add station from discovered J Add station m

b. Add station manually
To add device that is not supporting Glralp Discovery mechanism, please press on “Add station manually” button which populates a simple
widget asking for details required to create the connection from the Data Centre to the device.
Required fields:
=  SEED Network code
= SEED Station code
= Connection IP address

10
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To confirm, click on “Add station” button.

Meitoreg pariod for actie gevioes: | 120 |
Filter for active channels monitering: |72 ]

Filter for channels latency monitering:  [72.19992.00.292

(® Enter station details - Discovery - [m] )<

Station information as SEED_NETWORK SEED_STATION (eg. DG 01234) [ |

Connection Sl address: [ |
=
L
os0se | remove
0G.0585A 7T | remove
0607987 [1an | Remove
0612345 (0,777 TR | romove

11



7. When all connections are added to the list, click “Apply” button to send the updated configuration to the Data Centre. Date Centre controller
service will enable and start all required slinktool and slink2dali services. If station was removed from the list, the controller service will stop and
disable the services used to connect to the removed device.

@ oregon - Data Centre Configuration - Discovery - O X
General settings
Registry group identifier: |guralp3 |
Monitoring period for latency channels: [30 |
Monitoring period for active channels: |EU |
Monitoring period for active devices: 120 |
Filter for active channels monitoring: |w.77777_3;_777 |
Filter for channels latency monitoring: |>>.?????.UN.??? |
Storage information base location | |
Registry servers
127.0.0.1 Remove
Add server
Station subscription list
DG.06855 (81.149.31.241:18000) ‘??.777 Remove
Add station from discovered  Add station manually
Restore Cancel | Apply I

Note: Other configuration fields are explained in the Discovery application configuration section of this document.

Manual service configuration can be performed but it is not recommended. In order to manually configure a connection, please log in to the Data Centre
computer and use systemctl command to enable/disable and/or start/stop the slink2dali service. Slink2dali service is run with a set of parameters:

51ink2dali@NCRSTATC@LOCHNRCONNECTIONGPORT@STATEFILESAVEINTERVAL. service
where:

- NC, is SEED network code,

- STATC, is SEED station code,

- LOCHN, is SEED location and channel codes

- CONNECTION, is the connection IP address or hostname
- PORT, is the connection port

12



- STATEFILESAVEINTERVAL, defines interval for state file save (can be blank)

Wildcard character for SEED location and channel name can be used and is represented by ‘ ’ character. Also, a list of location and channel names can be
provided to a given service and should be separated with ‘-‘ character.

Example:

s1ink2dali@DGERO585A@ @10.30.0.123@18000.service, will connect to station 0585A of DG network using IP address 10.30.0.123 and port 18000
subscribing to any channel (wildcard selector of 5x ' ’ character).

s1ink2dali@DGE@O585A@ONHHZ-0NHHN-ONHHE@10.30.0.123@18000.service, will connect to station 0585A of DG network using IP address 10.30.0.123 and
port 18000 subscribing to ON.HHZ, ON.HHN and ON.HHE channels.

Guralp Data Centre controller service

Guralp Data Centre controller does not require any specific configuration. Application runs as a service and does not need particular maintenance.

Guralp Data Centre monitor service

Guralp Data Centre Monitor service should be configured remotely by accessing Configuration widget in the Discovery application. The configuration widget
is available under right-click menu of a Data Centre row.

® Guralp Systems - Discovery - [=] x

File Edit Tools Window Help

Status. Label System Name Serial#  Firmware Ver WAN Address LAN Address Netmask Uptime Latitude Longitude Altitude Free storage Network latency Data latency
i,.éi.i ‘ Comet FEM_TEST_JIG Aguarius AQU-145A 5210 2.1-10023 10.30.0.18 10.30.0.18 255.255.0.0 00:00:24 0.0000 0.0000 12.34 nfa nfa
@ O @ comet Test Rack Fortimus ~ FMUS-585A 22618 2.1-11215 10.30.0.68 10.30.0.68 255.255.0.0 26 days 22 Hrs 51.3612 -1.1643 12500  70.99% nfa nfa
(] l@ 8 comet R&D Fortimus ~ FMUS-3059 36953 21-11311 10.30.0.20 10.30.0.20 255.255.0.0 4days OHrs  51.3614 -1.1639 <1234 98.68% nfa nfa
. @ . Comet Five-character serial number Minimus MIN-12345 74565 2.1-11547 10.30.0.11 10.30.0.11 255.255.0.0 6 days 23 Hrs  51.3612  -1.1640 11420 97.73% 3.90s 4.53s
< @ @ | Comet NO LABEL Minimus MIN-7957 31063 2.1-11312 10.30.0.49 10.30.0.49 255.255.0.0 00:36:21 51.3615 -1.1640 -12.34  99.85% nfa nfa
o 6 i ‘ Comet NO LABEL Minimus MIN-9355 77 2.0-8282 10.30.0.90 10.30.0.90 255.255.0.0 10 days 23 Hrs -59.9000 855410 -12.34 4.87% nja nfa
A @ @ comet Orac Minimus MIN-CCS7 52311 2.1-1679 10.30.0.38 10.30.0.38 255.255.0.0 00:00:46 51.3612 -1.1640 -12.34  99.23% nfa nfa
6 6} = Comet deck@aqu-deck-dev.guralp.local Discovery  aqu-deck-dev 4C5262264CEC 1.1-263 10.30.0.108 10.30.0.108 255.255.0.0 6 days D Hrs  51.3611 1.1639 0.00 97.94% nfa nfa
LY T comet DATC@quralp quralp e e DBSOEGBE7EOS, 1020037 [assassoofozsion  Joooo [oovo [ooo lenaese  Jaos  Jaars ]

State of health dashboard

Scan Locally  Registry  Cloud server configuration N
Registered Systems Experimental mode gu ro Ip |

Manual configuration can be performed but is not recommended. Configuration is stored in a configuration file located in /var/cache/guralp/guralp-
monitor.ini and contains a set of key-value entries:

Key ’ Description ‘ Type ‘

13



registry_addresses Comma separated IP addresses of Comma

Guralp responder servers to which the | separated list of
state of health packet should be send strings

to
registry_group_id Guralp responder server group String
identifier string used. Please use
“guralp3” as a default value

filter_monitored_channels SEED globing style filter for channels String
activity monitoring

filter_monitored latency channels | SEED globing style filter for channels String
latency monitoring

monitoring_period_latency Period of time in seconds that should Integer
be used to find the highest data latency

monitoring_period_active_channels | Period of time in seconds that should Integer
be used to detect number of active
channels

monitoring_period_active_devices | Period of time in seconds that should Integer
be used to detect number of active
devices

storage_monitor_dir Directory that should be used for String

storage monitoring, if this entry is not
present, iris ringserver working
directory is used.

Example guralp-monitor.ini file content:

[Version 1]

filter monitored channels="".{1,2}\\..{1,5}\\..N\\..{1,3}"

filter monitored latency channels="".{1,2}\\..{1,5}\\..N\\..{1,3}"
monitoring period active channels=120
monitoring period active devices=300

monitoring period latency=30

registry addresses=127.0.0.1,

registry group id=guralp3

storage monitor dir=/var/cache/guralp/miniseed

14



GuUralp responder service

Guralp responder service provides a configuration option for specifying a wildcard group identifier that grants access to all of the registered devices. Wildcard
group identifier can be used in the Discovery desktop application to list all of the stations that are connected to the Data Centre even if they are registering
with a different, non-matching, group identifiers.

Wildcard group identifier can be set by creating a configuration file under tmpfiles.d directory. The configuration file generates the content of

/run/guralp/etc/wildcard_groupid.txt file that is read by the responder service on startup and the content is used as the wildcard. To configure a custom
wildcard string please follow the steps below.

1. Copy tmpfiles.d configuration file to system location.
cp /usr/lib/tmpfiles.d/guralp-responder.conf /etc/tmpfiles.d/guralp-responder.conf

2. Edit the configuration file /etc/tmpfiles.d/guralp-responder.conf to generate the selected wildcard string.

Example content of /etc/tmpfiles.d/guralp-responder.conf
d /run/guralp/etc 0755 root root
F /run/guralp/etc/wildcard groupid.txt 0640 root guralpmonitor - customWildcard

Where, customWildcard is the new wildcard string.
3. Save the modified file.
4. Restart the operating system.

Guralp Discovery application

Guralp Discovery desktop application when used for monitoring the state of health of the Data Centre has to be configured to use the Data Centre IP address
as a Cloud registry server. Discovery supports multiple cloud registry endpoints and these are configured under File/Settings menu action, also accessible by
clicking on the “Cloud server configuration” label of the application main window.

@ Guralp Systems - Discovery - X
Edit Tools Window Help
_ Label System Name  Serlal# FirmwareVer Connection Type WAN Address LAN Address  Uptime  LastContact Latitude Longitude Timing quality ~Freestorage
. Fomet Platinum NAM2 sapphie 2089  1.015757  (sapphire) 0000 10.30.09 178days 3Hrs JustNow 00000 00000 0
[Acove Platinum NAM hassium 2331 1.0-15695 (hassium) 0.0.00 169.254.36.116 933 days 2 Hrs Just Now 00000 00000 0
[Aceve Comet Platinum EAM eam3d67 3467  1.0-5174 (eam3467) 0,000 1030024 178 days 3 Hrs Just Now 00000 00000 0
Ao Comet Platinum EAM cam2887 2887  1.05209 (eam2887) 0.0.00 10.30.042 178 days O Hrs Just Now 00000 00000 O
[Actwe Comet Platinum EAM RiDtest  TEST  1.05225 (RIDtest) 0.0.00 10.30.027 178 days 3 Hrs Just Now 00000 00000 0
(© | @ (@) comet pG-v2-TesT Minimus Plus MINP-6458 25688  2.1-10054 (MINP-6458) 0.0.00 1030043 20 days 22 Hrs Just Now 513612 11642 100 0.00%
| @) © | @) comet Shawn 3T Vertical Testing  Minimus ~ MIN-ECS7 60503  2.0-8244 (MIN-EC57) 0.0.00 10.30.028 27 days 23 Hrs Just Now 513611 11640 100 0.00%
) . Comet Orac Minimus  MIN-CCS7 52311 2.1-1679 (MIN-CC57) 0.0.00 1030098  13days7Hrs Just Now 513612 -11640 99
(@) @ @) comet 37 reference COMETS Minimus ~ MIN-AGSB 42587  2.0-8219 (MIN-A658) 0000 1030036 45 days 22 Hrs Just Now 513612 11640 100 67.12%
(@ (@) @ cometnoLaseL Minimus  MIN-9355 37717  2.0-8282 (MIN-9355) 0.0.00 10.30.0.90 17 days 22 Hrs Just Now -59.9000 855410 0 75.06%
(©)® @ cometNoLABEL Minimus  MIN-7957 31063  2.1-11161 (MIN-7957) 0000 10.30.0.5 21 days 3Hrs Just Now 513612 11642 100 95.21%
|@ © @ cometrs Minimus ~ MIN-7657 30295  2.0-6282 (MIN-7657) 0.0.00 1030055 17 days 22 Hrs Just Now 513612 11642 100 63.17%
|® | ® | @] comet Murray Test Minimus MIN-6FS55 28501  2.1-10 (MIN-6F55) 0.0.00 10.30.0.63 27 days 23 Hrs Just Now 513609 -1.1641 100 0.00%
(@) (D (@) comet Dionp-Offices Minims  MINAISS K76 20AN07  (MINAISR) nnan MO 200 daue 1 Hes Wist N S1IA14 1 1642 100 16 84 s
ot o ] o=
Local Systems Experimental mode guralp
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To add a cloud registry endpoint, please click on an “Add” button in the “Cloud registry” section and provide endpoint hostname or IP address. Please note
that hostnames will get automatically translated to IP address and stored as IPv4 address.

(0]
Status Label Syste @ Application configuration - Discovery < o x LAN Address
Aave Comet Platinum NAM2 , 10.30.09
Genera

 nsad Platinum NAM Cloed regitry grovp Kenaler m ]

|acve Comet Platinum EAM [ Show untnown type syszem i appication main device kst 10.30.0.24
[rcve Comet Platinum EAM oud regisey 10.30.0.42
(rowe Comet Platinum EAM | Couend ot oddem: [1030037 oolte 1030027

© | © | @) comet PG-v2-TEST Minimus| | Coud erd pomt oddrss: [54202.170.89 || o 10.30.0.43

@ ® | @) Comet Shawn 3T Vertical Testing ~ Minimus| 10.30.0.28

/@ ®©/ @ cometorac Minimus 10.30.0.98
|@! ®) @  Comet 3T reference COMETS Minimus 10.30.0.36
© ®©) @ Comet NO LABEL Minimus 10.30.0.90
the bigger on staton iformeton updete
© ©) @ Ccomet NO LABEL L e T, 10.30.0.5
(@ ®| @ cometpc Minimus| 10.30.0.55
Restore defouts concel Aoply
| @ ® ) @ Comet Murray Test Minimus 10.30.0.63
@ Q'@ comat Dintrd-Officat Minimisc MIN-4156 167762 0-8207 [MIN-4156) annn 101008

Scan Locally  Registry | Cloud server configuration
Local Systems Experimental mode

When all of the Data Centre instances are added to the list, click on the “Apply” button to confirm the changes.

Uptime  Last Contact  Latitude

178 days 3 Hrs Just Now

169.254.36.116 933 days 2 Hrs Just Now

178 days 3 Hrs Just Now
178 days 0 Hrs Just Now
178 days 3 Hrs Just Now
20 days 22 Hrs Just Now
27 days 23 Hrs Just Now
13days 7 Hrs Just Now
45 days 22 Hrs Just Now
17 days 22 Hrs Just Now
21.days 3 Hrs Just Now
17 days 22 Hrs Just Now
27 days 23 Hrs Just Now

120 dave 1 Hre luct Now:

0.0000
0.0000
0.0000
0.0000
0.0000
51.3611
51.3611
51.3612
51.3612
59.9000
51.3612
51.3612
51.3609

5114

tongitude  Timing quality Free storage

0.0000
0.0000
0.0000
0.0000
0.0000
11641
1.1641
1.1640
11640
85.5410
-1.1642
1.1642
1.1642

11642

0.00%

67.12%
75.06%
95.21%

63.17%

<

16 84%.
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It is important to set the “Cloud registry group identifier” field to reflect the configuration of the Data Centre Monitor and the Giliralp seismic stations (e.g.
Minimus or Fortimus). Misconfiguring this setting will cause the list of active devices to be blank in the “Registry” mode of the Discovery application.

To reduce the amount of network traffic, the frequency of state of health information packet requests from the Cloud server can be configured by changing

the “Cloud query interval” setting.

Operation

IRIS ringserver

IRIS ringserver service status is displayed in State of Health dashboard of the Data Centre instance and should be regularly monitored to assure correct
operation of the software. The State of Health dashboard is available under right-click menu of the Data Centre row in the Discovery desktop application.
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[ ® Guralp Systems - Discovery - [=] x
File Edit Tools Window Help
Status Label System  Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
A @ . Comet FEM_TEST_JIG Aguarius AQU-145A 5210 2.1-10023 10.30.0.18 10.30.0.18 255.255.0.0 00:00:24 0.0000 0.0000 12.34 nfa nfa
@ © @ comet Test Rack Fortimus ~ FMUS-S85A 22618 21-11215 10.30.0.68 10.30.0.68  255.255.0.0 26 days 22 Wrs 51.3612 -1.1643  125.00  70.99% na nja
9 O @ cometRaD Fortimus  FMUS-9059 36853 21-11311 10.30.0.20 10.30.0.20  255.255.0.0 4daysOHrs 513614 -1.1639 1234 96.66% nja nja
o ‘ Comet Five-character serial number Minimus MIN-12345 74565 2.1-11547 10.30.0.11 10.30.0.11 255.255.0.0 6 days 23 Hrs 513612 -1.1640 11420 97.73% 3.90s 4.53s
@ © @ comet NO LABEL Minimus  MIN-7957 31063 2111312 10.30.0.49 10.30.049  255.255.0.0 00:36:21 513615 -1.1640 1234 99.85% na nja
@ © @) comet NO LABEL Minimus  MIN-9355 37717 2.0-8282 10.30.0.90 10.30.090  255.255.0.0 10 days 23 Hrs -59.9000 BS5410 1234 487% nja nfa
A @ 8 | comet Orac Minimus  MIN-CCS7 52311 21-1679 10.30.0.38 10.30.0.38  255.255.0.0 00:00:46 513612 -1.1640  -12.34  99.23% n/a n/a
E Comet deckibaqu-deck-dev.guralp local F]l‘.(nwrv aqu-deck-dev 4C5262264CEC 1.1-263 10.30.0.108 10.30.0.108 255.255.0.0 6 d OHrs  51.3611 1.1639 97.94%

. (. =] comet DATC®guralp.guralp g o DBSOEEBE7EYS _ 10.30.0.37
yun\p 1030037
TonTgurton
I

Scan Locally|  Registry  Cloud server configuration " | =
Registered Systems Experimental mode gU ra p

Bottom left part of the dashboard provides information about the state of services required for correct data centre operation. If for any reason service
displayed as “iris-ringserver.service” is not listed as “active”, please log in to the Data Centre computer and investigate using systemctl tools. If problem
persists, please contact Gliralp support.

® guralp - Data Centre Health Dashboard - Discovery *
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slinktool
Slinktool service is controlled by the Data Centre controller service and does not require operational maintenance. In a rare case when the reported latency
seems not to be correct, it is recommended to login to the Data Centre computer and check the relevant slinktool service status using systemctl command.

slink2dali

Slink2dali service is controlled by the Data Centre controller service and does not require operational maintenance. In a rare case when the data is not received
on the client side, it is recommended to login to the Data Centre computer and check the relevant slink2dali service status using systemctl command.

Slinktool and slink2dali services can be remotely restarted by removing and re-adding the seismic station to the list of connections in the Data Centre
configuration widget.

Guralp Data Centre controller service
Guralp Data Centre controller service does not require regular maintenance. If the service is not responding or configuration exchange between the Discovery
desktop application and the Data Centre is not working, please ssh log in to the Data Centre computer and check the status of guralp-controller service:

systemctl status guralp-controller.service

If status returned is different from active:

guralp-controller.service - Gliralp data centre controller
Loaded: loaded (/usr/lib/systemd/system/guralp-controller.service; enabled; vendor preset: disabled)
Active: since Tue 2021-07-20 09:58:27 BST; 6min ago

Main PID: 1660 (guralp-controll)
Tasks: 1 (limit: 48584)
Memory: 12.2M
CGroup: /system.slice/guralp-controller.service
1660 /usr/libexec/guralp-controller -exec

Jul 20 09:58:27 guralp systemd[l]: Started Glralp data centre controller.
Jul 20 09:58:30 guralp guralp-controller[1660]: Service initialised

Jul 20 09:58:30 guralp guralp-controller[1660]: Listening on port 11788
Restart the service using systemctl command:

systemctl restart guralp-controller.service

If problem persists, please contact Giiralp Systems support team at support@guralp.com.

18


mailto:support@guralp.com

guralp™

e AN A A

Guralp Data Centre monitor service

Guralp Data Centre monitor service sends periodic state of health information packet to all configured Responder servers and performs latency monitoring.
If the Data Centre row in the Discovery desktop application is listed as non-responding it means that the application did not receive state of health information
from the Data Centre for more than 90 seconds what may indicate that either the server is down, or the Data Centre monitor is not working, or Giralp
responder service stopped working, or there is no connection between the Discovery application and the server. In such situation, please try to ssh log in to
the server, and if successful check the status of the Data Centre service by running systemctl command:

systemctl status guralp-monitor.service

The service should be in active state:

guralp-monitor.service - Gliralp data centre monitor
Loaded: loaded (/usr/lib/systemd/system/guralp-monitor.service; enabled; vendor preset: disabled)
Active: since Tue 2021-07-20 09:58:27 BST; 20min ago

Main PID: 1659 (guralp-monitor)
Tasks: 4 (limit: 48584)
Memory: 21.2M
CGroup: /system.slice/guralp-monitor.service
1659 /usr/libexec/guralp-monitor -exec

Jul 20 09:58:27 guralp systemd[l]: Started Glralp data centre monitor.
If the service is not in an active state, please try to restart the service using systemctl command:
systemctl restart guralp-monitor.service

If problem persists, please contact Giiralp Systems support team at support@guralp.com.

Guralp Data Centre monitor service periodically monitors the slinktool log files in order to gather accurate latency information and feed it to the Giiralp
responder service for further processing. The highest latency number detected in the configured latency monitoring window is set as Data Centre latency
figure and is displayed in the Discovery desktop application. The service records all of the latency data information in a csv and log files stored under home
directory of the “slinklat” operating system user, set by default to /var/cache/guralp/latency. Default configuration keeps the recorded data files for 10 days
and older files are getting deleted through tmpfiles.d mechanism.

Guralp responder service

Guralp responder service is responsible for collecting and distributing state of health information from Giralp devices. Potential problems caused by
malfunction in the service operation will cause the Discovery desktop application to display incorrect state of health information or the list of devices in the
application main windows will be empty under the “Registry” mode. If the responder service is malfunctioning, please ssh log in to the Data Centre computer
and verify the state of the service by executing the following systemctl command:
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systemctl status guralp-responder.service

Service should be in active state:

guralp-responder.service - Glralp responder (a.k.a. Glralp registry server)
Loaded: loaded (/usr/lib/systemd/system/guralp-responder.service; enabled; vendor preset: disabled)
Active: since Tue 2021-07-20 11:06:17 BST; 7min ago
Main PID: 1639 (guralp-responde)
Tasks: 5 (limit: 48584)
Memory: 500.0K
CGroup: /system.slice/guralp-responder.service
1639 /usr/libexec/guralp-responder -d

Jul 20 11:06:17 guralp guralp-responder[1639]: Discovery Server version 0.80-0091

Jul 20 11:06:17 guralp guralp-responder[1639]: Devices expire after one day

Jul 20 11:06:17 guralp guralp-responder[1639]: Opening pinger UDP listener, port 11788
Jul 20 11:06:17 guralp guralp-responder[1639]: Socket 4

If the service is not in an active state, please try to restart the service using systemctl command:
systemctl restart guralp-responder.service

If problem persists, please contact Giiralp Systems support team at support@guralp.com.

Guralp Discovery application

Guralp Discovery is a standalone application dedicated to run in a desktop environment with Windows, Linux or Mac operating system. The application
provides multiple functionalities for controlling, diagnosing and monitoring Glralp Systems devices and software products. For the Data Centre acquisition
software solution, Discovery is used for configuration and monitoring the Data Centre server state of health.

State of Health
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The graph above shows the state of health packet circulation in an environment with 2 local area networks and 1 Giralp responder server instance. The Data
Centre software package includes Guralp responder service and the Data Centre acts as a server.

State of health information can be delivered to the Discovery application in 2 ways:

- In a local network, state of health information can be broadcasted by UDP packet sent on port 11788, Discovery is listening to the valid broadcast
packets and lists the device in the applications main window table under “local” mode.
- State of health information can be sent directly to Giiralp responder server where it is collected and distributed to the Discovery upon request. In

“Registry” mode the application is querying the responder periodically for the latest information.

The Data Centre state of health can be monitored in the real time either in the Discovery desktop application main window by checking the status indication

icons, and/or by accessing the dedicated Data Centre state of health widget.

® Guralp Systems - Discovery
File Edit Tools Window Help

Status Label System
A;\ [ch '8 Comet FEM TEST 316 Aquarius
© O @ comet Test Rack Fortimus
(] \'@:j @ cComet R&D Fortimus

& | ©| @ comet Five-characier serial number  Minimus
& |® @  comet NO LABEL Minimus
@ | Comet NO LABEL Minimus:

@ Comet Orac Minimus
& (@ = | comet deck@aqu-dedk-dev guralp local Discovery

[Q\ =] comet DATC@guralp.guralp Jocal

Scan Locally  Registry | Cloud server configuration
Registered Systems Experimental mode

Name Serial#
AQU-145A 5210
FMUS- 5854 22618
FMUS-9050 36953
MIN-12345 74565
MIN-7957 31063
MIN-9355 37717

MIN-CCS7 52311

aqu-deck-dev 4C5262264CEC 1.1-263

- o x
Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
21-10023 10.30.0.18 10.30.0.18  255.255.0.0 00:00:24 00000 00000  -12.34 n/a nja
2111215 10.30.0.68 10.30.0.68  255.255.0.0 26 days 22 Hrs 513612 11643 11580  70.99% na na
2111311 10.30.0.20 10.30.0.20 25525500 4daysOHrs 513614 11630 1234 98.68% n/a nja
24-11547 10.30.0.11 10.30.0.41  255.255.0.0 6days 23 Hrs 513612 -1.1640 11350 97.73% 3,905 4505
2111312 10.30.0.49 10.30.049  255.255.0.0 00:35:51 513615 11640 1234 99.85% n/a nja
2.0-8282 10.30.0.90 10.30.000  255.255.0.0 10 days 23 Hrs -50.0000 855410  -12.34  487% n/a nja
211679 10.30.0.38 10.30.0.38  255.255.0.0 00:00:46 513612 11640 1234 99.23% n/a nja

10300108  10.30.0.108 25525500 6daysOHrs 513611 -11630  0.00  07.04% n/a

10.30.0.37  [255.255.0.0 02:50:30 00000 (000 6746%

gUrc:lB‘

First status icon indicates the active state of the Data Centre. Active state traffic light colour scheme indicates the following:

- Green background — state of health information was received in last 30 seconds.

- Amber background — system is booting.

- Red background — state of health information was not received for more than 90 seconds.
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© Guralp Systems - Discovery - o x
File Edit Tools Window Help

Status Label System Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
G:@Yi | Comet FEM_TEST_JIG Aquarius  AQU-145A 5210 2.1-10023 10.30.0.18 10.30.0.18 255.255.0.0 00:00:24 0.0000  0.0000 -12.34 nfa nfa

@ Comet Test Rack Fortimus ~ FMUS-SB5A 22618 2.1-11215 10.30.0.68 10.30.0.68  255.255.0.0 26 days 22 Hrs 513612 -1.1643 115.80  70.99% nfa nfa

.[9} ) Fortimus ~ FMUS-0050 36053 2111311 10.30.0.20 10.30.020  255.255.0.0 4daysOHrs 513614 -1.1630  -12.31  0B.68% nfa nfa
6 ic] ]‘i | Comet Five-character serial number ~ Minimus ~ MIN-12345 74565 2.1-11547 10.30.0.11 10.30.0.11  255.255.0.0 Gdays 23 Hrs 513612 -1.1640  113.50 97.73% 3.90s 4.50s
6(6) i Comet NO LABEL Minimus  MIN-7957 31063 2111312 10.30.0.49 10.30.0.49  255.255.0.0 00:35:51 513615 11640 1233 99.85% nja nfa
(] 6 i:‘ Comet NO LABEL Minimus MIN-9355 37717 2.0-8282 10.30.0.90 10.30.0.90 255.255.0.0 10 days 23 Hrs -59.9000 85.5410 -12.34 487% nfa nfa
( @ Comet Orac Minimus MIN-OC57 52311 2.1-1679 10.30. 10.30.0.38 255.255.0.0 00:00:46 513612 -1.1640 -12.34 99.23% nfa nfa
_‘ Comet deck@aqu-deck-dev.guralp.local Discovery  aqu-deck-dev 4C5262264CEC 1.1-263 10.30.0.108  10.30.0.108  255.255.0.0 GdaysOHrs 513611 -1.1639  0.00 07.04% nja nfa

met DATC@guralp.guralp local ata C .: DBSOEGBE:

10.30.0.37 10.30.037 | 255.255.0.0 02:50:30 0.0000 | 0.0000 0.00 67.46%

Scan Locally] Registry | Cloud server conflguration o rOi:‘.-\
Registered Systems Experimental mode gurdip

Second status icon indicates the latency status of the data coming in to the Data Centre. Data Centre monitors the latency of all channels received and satisfied
by the latency channels monitoring filter and sends the highest latency in the state of health information packet. The latency status traffic light colour scheme
indicates the following:

- Green background — the highest latency value is below 1 second.
- Amber background —the highest latency value is between 1 second and 1.5 second.
- Red background — the highest latency value is above 1.5 second.

® Guralp Systems - Discovery - a x
File Edit Tools Window Help

Status Label System  Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
@:@Yij Comet FEM_TEST_JIG Aguarius  AQU-145A 5210 2.1-10023 10.30.0.18 10.30.0.18 255.255.0.0 00:00:24 0.0000  0.0000 -12.34 na nfa
@ | ©| @ Comet Test Rack Fortimus ~ FMUS-585A 22618 21-11215 10.30.0.68 10.30.068  255.255.0.0 26 days 22 Hrs 51,3612 -1.1643 11580  70.00% n/a nfa
6[@ i Comet R&D Fortimus FMUS-2059 36953 2.1-11311 10.30.0.20 10.30.0.20 25525500 4days0OHrs 513614 -1.1639 -12.34 98.68% nja nfa
a_\ o)) ) Comet Frve-character seral number  Minimus  MIN-12345 74565 2111547 1030011 1030011  255.255.0.0 6days 23 Hrs 513612 -1.1640 11350 97.73% 3.905 4,505
5(6)  comet NO LagEL Minimus  MIN-7957 31003 2111312 10.30.0.49 10.30.049  255.255.0.0 00:35:51 513615 -L1640 1234 99.85% nfa na

6Yi\ Comet NO LABEL Minimus ~ MIN-9355 37717 2.0-8282 10.30.0.90 10.30.0.9¢ 255.255.0.0 10 days 23 Hrs -59.9000 85.5410 -1234  487% na nfa
& Comet Orac Minimus  MIN-CC57 52311 2.1-1679 10.30.0.38 10.30.0.38 255.255.0.0 00:00:46 513612 -1.1640 -1234 0 99.23% na nfa

Comet dack@aqu-deck-dev.guralp.local Discovery  aqu-deck-dev 4C5262264CEC 1.1-263 10.300.108  10.30.0.108  255.255.0.0 6daysOHrs 513611 -1.1639 0.0 97.94% nja nfa

DBSOEGBE7EG 10.30.0.37 10.30.0.37 | 255.255.0.0 02:50:30 0.0000  |0.0000 0.00 67.46%

met DATC@guralp.guralp.local

Scan Locally|  Registry | Cloud server confiquration i I'OF:‘
Registered Systems Experimental mode g u p

The last, third status icon shows the Data Centre storage status. The traffic light colour scheme for the Data Centre storage indicates the following:

- Green background - more than 50% of disk space is free.
- Amber background — between 20% and 50% of disk space is free.
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- Red background — less than 20% of disk space is free.

More descriptive tooltip is provided when hovering over the status icons of a given device:

@ Guralp Systems - Discovery
File Edit Tools Window Help

Status Label System
—

@] () |E ]Comet DATC@guralp.guralp.local Data Centre guralf
(@ (@) system: AcTIVE Hd
pamtl |

@W‘ @ GDCS: Error S
7~ == (Latency: 5.00s, Highest sample latency: 6.07s, Active channels: 22, Active
@]@ devices: 3, Latest sample timestamp: Tue Jul 20 11:54:20 2021) S

Service: responder is active
Service: iris-ringserver is active
Service: controller is active

Storage:
(Storage OK., , Free space: 29.46%,
Available space: 73364480KiB, Used space: 51752124KiB)

Data Centre state of health dashboard widget can be accessed through right-click menu of selected instance:

® Goralp Systems - Discovery - [=]
File Edit Tools Window Help

Status Label System  Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Metwork latency Data latency
A © 8 comet FEM_TEST_IG Aquarius  AQU-145A 5210 2110023 1030018 1030018  255255.0.0 00:00:24  0.0000  0.0000 1234 nfa nfa
Q@ O @ comet Test Rack Fortimus  FMUS-585A 22618 2111215 1030068 10.30.068  255.255.0.0 26 days 22 Hrs 51.3612 11643 12500  70.99% nfa nfa
6@ 8 comet R8D Fortimus  FMUS-5059 36953 2141311 1030020 1030020 255255.0.0 4daysOHrs 513614 11639 1234 98.68% nfa na
o O | \mma't Five-character serial number Minimus MIN-12345 74565 2.1-11547 10.30.0.11 10.30.0.11 255.255.0.0 6 days 23 Hrs  51.3612 -1.1640 11420 97.73% 3905 4535
[] @ @ Comet NO LABEL Minimus  MIN-7957 31063 2111312 1030049 1030049 255.255.0.0 00:36:21 513615 -11640 1234 99.85% nfa nja

Minimus  MIN-9335 37717 2.0-8282 10.30.0.90 10.30.0.90  255.255.0.0 10 days 23 Hrs -50.9000 B55410 1234 4.87% nja nja
Minimus MIN-CCS7 52311 2.1-1679 10.30.0.38 10.30.0.38 255.255.0.0 00:00:46 513612 -1.1640 -12.34  99.23% nfa nfa
aqu-deck-dev 4C5262264CEC
DBS0EGBE7ED

1.1-263 10.30.0.108 10.30.0.108  255.255.0.0 6 days OHrs 513611

-1.1639 0.00

0.0000

Scan Locally  Registry  Cloud server configuration

oS
Registered Systems Experimental mode gura |p

The state of health dashboard widget is divided into 4 main parts:

23



gt‘Jroﬁ

- Top-left widget is a latency graph displaying the highest historical latency value for up to last 30 minutes.

® guralp - Data Centre Health Dashboard - Discovery E
Latency Disk usage
72600 | ’
Network lateney Disk free space -
b Dats latoncy Disk usage percentage
! 72300 S pureoee |
. »
72000 |
32 0
. g 717 -

16 0
71100
08 15
7oa00 |-
[ — . - — s - - o
2021-10-04 2021-10-04 21004 2021004 0210 20201064 20211004 20211004 2020-10-04
11:00:40 11:01:20 11:00:40 11:01:20 11:02:00 11:02:40 11:03:20 12:04:00 11:04:40
Time
oD Activity log
guralp is

quralp-controller service i
guralp-responder.service 1=
guralp-shinktaol ngger.service is
s ringserver service s
systemd-tmpflles- clean.tmer 15

Status reported on: Mon Oct 4 11:05:55 2021

Log files

[] Save actwity lag to fie: Browse

Seve latency and disk usage 1o file (s Browse
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- Top-right widget is a disk usage graph displaying the disk free space in MB (blue graph, left y axis) and disk used space percentage (red graph, right y

axis)
{® guralp - Data Centre Health Dashboard - Discovery

Latency

Hetwork lstency

Dats latoncy

2021-10-04
11:05:20

20211004
11:04:40

2021104
11:04:00

20211004
11:03:20
Tme

2021-10-04
11:02:40

L1004 211004
11501520 11:02:00

ol

2uar-10:04

11:00:40
Services
guralp 5
quralp-controller service =
iris-ringserver service s
systemd tmpfiles-clean.timer i<

Status reported on: Mon Oct 4 11:05:55 2021

Log s
[ Save actntyfog o fl: srowse

[] Sewe latency end disk usage to file (cov): Browse

Disk usage

72600
72300
72000

g 7m0
71400
71100

70800

20211004
11:00:40

Disk free space

Disk usage percentage

20211004
11:02:40

2021-10-04
11:02:00

20211004
11:01:20

20211004

11:03:20
Time

2021-10-04

11:04:00

1004

11:04240

2021-10-04
11:05:20

LEina
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- Bottom-left widget displays the state of services running on the Data Centre and allows to configure the logfile and output data file for activity log and
latency/disk usage data respectively

{® guralp - Data Centre Health Dashboard - Discovery [u] x
Latency Disk usage
72600 |
Wetwork lateney Disk free space @
8 .
Dets latoncy Disk usage purcentage
- 72300 il o =l |
. ]
72000 -
32 0
N g 71 -
2 5
71400 -
16 n
71100
s 15
70800 |-
Poli004  W2L1004 20211004 202100 Z2LI004 2021004 2020004 20211004 MIL1004  02L1004 | 21004 21004 22I0004 20211004 2021004 2020104
11:00:40 1:01:20 11:02:00 11:02:40 11:03:20 11:04:00 11:04:40 11:05:20 11:00:40 1150120 11:02:00 11:02:40 11:03:20 11:04:00 11:04:40 11:05:20
Time Time
e Actvity log
guralp is

quralp-controller service
guralp-responder.service is
quralp-shnktool lgger.service is
iris-ringserver service s
systemd tmpfiles- clean.timer i<

Status reported on: Mon Oct 4 11:05:55 2021

Log fles
[[] Save actnity log to file: Browse
[ Seve latancy and disk usage to file (csv): Browse
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- Bottom-right widget displays the activity log based on state of health information packets received

® guralp - Data Centre Health Dashboard - Discovery o *
Latency Disk usage
72600
s
8
I 7500
sl
I 72000
22 60
- | g 7 -
2 ]
71400
6] 0
I 71100
os 15
I 70800
R L B S S S S —— — . — — . B S U SO S — o
21004 20211004 21008 NZARM HZI0M 210 2021004 0211004 21008 021004 2021004 20211004 20211004 Z2010-04 20211004
110120 11:02:00 11,0240 11:03:20 11:04:00 11:04:40 13:05:20 13:00:40 11:01:20 11,0200 11:02:40 11:03:20 110400 1104340 11:05:20
Tme Time
Services Actnty log

guralp is

quralp-controller service
guralp-responder.service Is
guralp-skinktaok lngger.service i
s ringserver service
systemd-tmpflles- clean tmer i5

Status reported on: Mon Oct 4 11:05:55 2021

Log files
[] Save actwity log to file: Browse
[] Sewe latency sd disk usage to file (cov): Browse

Log line contains the following information:
o Timestamp

Latency value

Sample latency value

Number of active channels

Number of active devices

Latest sample timestamp

Available disk space in KB

Disk used space in KB

Percentage value of free disk space

0O O 0O O 0O 0O O O

And is logged as single line in the following format:

{[Timestamp]} Latency: {Latency value}s; Sample latency: {Sample latency value}s; Active channels: {Number of active channels}; Active devices:
{Number of active devices}; Latest sample timestamp: {Latest sample timestamp}; Disk available: {Available disk space in KB}; Disk used: {Disk
used space in KB}; Disk free: {Percentage value of free disk space}%;

Example:
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[Fri Jul 9 13:50:34 2021] Latency: 1.50s; Sample latency: 1.8ls; Active channels: 26; Active devices: 2; Latest sample timestamp: Fri Jul 9
13:49:43 2021; Disk available: 73364480; Disk used: 54698232; Disk free: 25.44%;

Configuration
Under normal operation tweaks to the health monitor configuration, list of connected devices or Gliralp responder server connections might be required. For

connecting or disconnecting from the stations please refer to Configuration/Slink2dali section of this document, and for modification of the Discovery desktop
application responder server connection please refer to Configuration/Giiralp Discovery application section.

Guralp Discovery application provides a configuration widget for the Data Centre accessible through right-click menu in the application main window.

® Goralp Systems - Discovery - [=] x

File Edit Tools Window Help

Status Label System  Name Serial#  Firmware Ver WAN Address LAN Address Netmask  Uptime  Latitude Longitude Altitude Free storage Network latency Data latency
()@ &) comet Fem_TesT_iG Aguarius  AQU-145A 5210 2.1-10023 10.30.0.18 10.30.0.18  255.255.0.0 00:00:24 0.0000  0.0000 12.34 nja nfa
© O @ comet Test Rack Fortimus  FMUS-S85A 22618 21-11215 10.30.0.68 10.30.068  255.255.0.0 26 days 22 Hrs 51.3612  -1.1643 12500  70.90% nja na
9 QO @ cometraD Fortimus  FMUS-9059 36853 2111311 10.30.0.20 10.30.0.20  255.255.0.0 4daysOHrs 513614 -1.1639  -12.34  98.68% nja nfa
o @ ' Comet Five-character serial number Minimus MIN-12345 74565 2.1-11547 10.30.0.11 10.30.0.11 255.255.0.0 6 days 23 Hrs 513612 -1.1640 11420 97.73% 3.90s 4.53s
@ © @ comet NO LABEL Minimus  MIN-7957 31063 2111312 10.30.0.49 10.30.049  255.255.0.0 00:36:21 513615 -1.1640 1234 99.85% na nfa
©(©) @) comet no LaBEL Minimus  MIN-9355 37717 2.0-8282 10.30.0.90 10.30.090  255.255.0.0 10 days 23 Hrs -59.9000 BS5410 1234 487% nja nfa
A®) @ comet orac Minimus  MIN-CCS7 52311 21-1679 10.30.0.38 10.30.0.38  255.255.0.0 00:00:46 513612 -1.1640  -12.34  99.23% nja nfa
(] 6 &= | Comet deckiaqu-deck-dev.guralp local Discovery  aqu-deck-dev 4C5262264CEC 1.1-263 10.30.0.108 10.30.0.108  255.255.0.0 6days OHrs  51.3611 -1.1639 0.00 97.94% nfa nfa
© 0 = EETITT————— sszss00zsi0 o0 |00

State of health dashboard

Scan Locally  Registry  Cloud server configuration - ‘:.-.__‘
Registered Systems Experimental mode gU ral p |

The configuration widget is split in 3 parts:

- General settings, providing a set of text edit fields for Gliralp Data Centre monitor:
o Registry group identifier — Group identifier used for registration to the Giiralp responder server.
Monitoring period for latency channels — Period of time in seconds that should be used for detecting the highest channel latency value.
Monitoring period for active channels — Period of time in seconds that should be used for detecting the number of active channels.
Monitoring period for active devices — Period of time in seconds that should be used for detecting the number of active devices.
Filter for active channels monitoring — A SEED globing pattern defining the channels that are monitored for being active. Accepts a space (‘)
separated list.
o Filter for channels latency monitoring — A SEED globing pattern defining the channels that are monitored for latency calculation. Accepts a
space (‘ ‘) separated list.
o Storage information base location — Location that should be used for disk space information gathering. Leave blank for default (the service
working directory).

O
O
O
O
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® oregon - Data Centre Configuration - Discovery - m} X
General settings
Registry group identifier: [quraip3 |
Monitoring period for latency channels: 30 |
Monitoring period for active channels: |60 |
Monitoring period for active devices: 120 |
Filter for active channels monitoring:  [22.72222.22.722 |
Filter for channels latency monitoring: [22.77772.00.272 |
Storage information base location | |
Registry servers
127.0.0.1 Remove
Add server
Station subscription list
DG.06B55 (81.149.31.241:18000) ‘37_777 Remove
Add station from discovered| |Add station manually
Restore Cancel Apply

- Registry servers, containing a list of Giralp responder server addresses that the Data Centre should notify its state of health to. At least one entry
connecting to local loopback address (local instance of the responder service) should be configured. Additional servers can be added for
redundancy and access extension by clicking on “Add server” button and providing the connection details.

® oregon - Data Centre Configuration - Discovery - o X
General settings
Registry group identifier: [quraip3 |
Monitoring period for latency channels: [30 |
Monitoring period for active channels: 60 |
Monitoring period for active devices: 120 |
Filter for active channels monitoring: [72.22222.22.272 |
Filter for channels latency monitoring: ~[72.22222.00.22? ]
Storage information base location | |
Registry servers
127.0.0.1 Remove
Add server
Station subseription list
DG.06B55 (81.149.31.241:18000) ‘77.777 Remove
Add station from discovered | Add station manually
Restore Cancel Apply

- Station subscription list, defining a list of all of the stations and channels that the Data Centre should connect to as described in
Configuration/slink2dali section.
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® oregon - Data Centre Configuration - Discovery - O X

General settings

Registry group identifier: [quraip3

Monitoring period for latency channels: |30

Monitoring period for active chamnels: |60

Filter for active channels monitoring: |72.22022.22.772

Filter for channels latency monitoring: |?2.22722.01.222

|
|
|
Monitoring period for active devices: 120 |
|
|
|

Storage information base location |

Registry servers

127.0.0.1 Remove

Add server

Station subscription list

DG.06B55 (81.149.31.241:18000) [2.272 —

Add station from discovered | Add station manually

Restore Cancel Apply

Support

For support enquiries, please contact support@guralp.com.

Guralp Systems Limited

Midas House, Calleva Park, Aldermaston,
Reading, RG7 8EA,

United Kingdom

Tel: +44 118 981 9056
Fax: +44 118 981 9943

E-mail: sales@guralp.com

Version

Version Date Author Comment
1 2021/08/03 P Grabalski Initial upload
2 2021/08/04 P Grabalski Spelling corrections
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3 2021/08/24 P Grabalski Update of “Configuration/Giralp responder
service” section to show latest configuration
file content (pipe file configuration line added)

4 2021/10/04 P Grabalski Screenshots update to reflect widgets from
Discovery version 1.1-267
5 2021/11/01 P Grabalski Screenshots update to contain default data

centre group ID “guralp3”.

Security sub-section added to operating system
section to explain the networking
requirements.

Appendix 1 - Architecture
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Overview

Guralp Data Centre software consists of several applications providing system state of health
monitoring, data collection and distribution, and remote configuration capabilities. This document
describes the software packages provided, explaining the architecture, software components and
communication between them.

Software components
List of all applications included in Data Centre software package:

- IRIS ringserver

- slinktool

- Giralp Data Centre controller service
- Guralp Data Centre monitor

- Guralp responder service

Ringserver

Ringserver is a well-established stream-oriented packet ring buffer used primarily to transport
packetized time series of data. Ringserver supports TCP based protocols: Datalink, SeedLink, and
HTTP/WebSocket. The program has a built-in miniSEED archiver and in default configuration provided
by Giiralp, keeps the data archived for last 3 days.

Configuration details can be found in Giralp Data Centre Operator Manual.

Read more: https://github.com/iris-edu/ringserver

slinktool

Slinktool is used as a diagnostic SeedLink client for latency monitoring. The tool connects to the
ringserver and examines the latency of the data packets received. Latency is reported to the system
log which is then read by Giiralp Data Centre Monitor application and the highest latency value is sent
in the state of health packet.

Read more: https://github.com/iris-edu/slinktool

Guralp Data Centre controller service

Guralp Data Centre controller service is a stand-alone application, run as a service, responsible for
SeedLink connection management and Gliralp Data Centre Monitor configuration. The application
communicates with the Discovery desktop application through TCP connection on port 11788 using
proprietary protocol in both directions: Discovery-service and service-Discovery.

Service is enabling/disabling and starting/stopping slink2dali and slinktool services responsible for
data collection and latency calculation for each seismic station connected to data centre. Additionally,
this service modifies the configuration of the Data Centre Monitor with settings configured by the
Operator in a dedicated graphical user interface widget in the Discovery desktop application.

Guralp Data Centre Monitor

Guralp Data Centre Monitor service is a stand-alone application, run as a service, responsible for the
periodic sending of state of health packets containing the latest information about Data Centre. State
of health packets are sent to selected Giiralp responder instances and can be configured by the
Operator through either a dedicated GUI widget in Discovery desktop application, or by manually
editing the guralp-monitor.ini configuration file.
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The configuration file is located in /var/cache/guralp/guralp-monitor.ini and contains pairs of key-

value entries:

Key Description

Type

registry_addresses Comma separated IP addresses of
Guralp responder servers to which the
state of health packet should be send
to

Comma
separated list of
strings

registry_group_id Glralp responder server group
identifier string used

String

filter_monitored_channels SEED globing style filter for channels
activity monitoring

String

filter_monitored_latency channels | SEED globing style filter for channels
latency monitoring

String

monitoring_period_latency Period of time in seconds that should
be used to find the highest data latency

Integer

monitoring_period_active_channels | Period of time in seconds that should
be used to detect number of active
channels

Integer

monitoring_period_active_devices | Period of time in seconds that should
be used to detect number of active
devices

Integer

storage_monitor_dir Directory that should be used for
storage monitoring, if this entry is not
present, ringserver’s working directory
is used.

String

Example file:

[Version 1]

filter monitored channels="".{1,2}\\..{1,5}\\..N\\..{1,3}"

filter monitored latency channels="".{1,2}\\..{1,5}\\..N\\..{1,3}"
monitoring period active channels=120
monitoring period active devices=300

monitoring period latency=30

registry addresses=127.0.0.1

registry group id=guralp3

storage monitor dir=/var/cache/guralp/miniseed

Data Centre Monitor provides the following functionality:

- It finds the highest latency for channels accepted by the filter and time period configured.

The health monitor periodically reads the system log generated by slinktool to find the highest
channel latency satisfied by the filter and time restrictions. The length of time over which to
examine the log file in search of the highest latency is configured in guralp- monitor.ini file as
monitoring_period_latency and is expressed in number of seconds. The channels to be
considered for latency search are configured as filter_monitored_latency_channels as a SEED
globing expression, for example: DG.?????.0L.??? will select all channels from network DG and
location OL (ie: DG.12345.0L.HHZ, DG.12345.0L.HHN, DG.54321.0L.CHZ).

It scans for a number of active channels in the time period configured.

As for the latency, data centre monitor is periodically examining system log generated by
slinktool to monitor the number of active channels that pass through the SEED globing filter
configured in filter_monitored_channels entry of guralp- monitor.ini file. System log is
scanned for a period as configured in monitoring_period_active_channels entry.
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- It scans for a number of active devices in the time period configured.
Similar to active channels monitoring functionality but does not provide filter configuration.
The log file is examined for a period as configured in monitoring_period_active_devices entry
of guralp-monitor.ini file.

- It monitors the state of important services.
Health monitor periodically checks the state of services required for the Data Centre to
operate correctly. The list of services is configured in guralp-monitor.ini file under
monitor_service entry but it is highly recommended not to modify this configuration entry.

- It sends state of health information to Giiralp Responder instances.
The service to notify receivers about the latest state of health of the Data Centre sends
periodic UDP packets on port 11788 to all configured instances of the Giralp Responder
servers. The list of servers is configured in guralp-monitor.ini file under registry_addresses
entry. Packets are sent with group identifier configured as registry group_id value.

Guralp responder service

Guralp responder service is a stand-alone application, run as a service, responsible for collection and
re-distribution of state of health information packets sent by Giralp seismic stations, Data Centre
Monitors, and in special cases, Discovery desktop applications. Responder service is listening on UDP
port 11788 for incoming state of health packets (device registration), and state of health enquiry
(device state of health request).

Communication overview

Data Collection

IRIS ringserver uses slink2dali service to collect the data from the seismic station. Data is collected
using SeedLink protocol through TCP connection on port 18000. Data acquisition for a given station
can be started either remotely through Discovery desktop application, or manually by
enabling/starting slink2dali service for the station when logged into the Data Centre computer, more
details on how to start a connection can be found in Giiralp Data Centre Operator Manual.
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Data Distribution

I | siinktool
—+—L> shinktool
IRIS ringserver —— slinktool

Earthworm

SeedLink connection
TCP port 18000

Enable/Disable/Start/Stop services

> SeiscomP3

SeedLink connection
TCP port 18000

Narlcachelguralp/miniseed
(default 3 days)

Data Centre data distribution is handled by IRIS ringserver and is provided as SeedLink and/or DataLink
connection instantiated by the remote client on TCP link. Default port configuration is 16000 for
Datalink and 18000 for SeedLink.
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Configuration management

—— slink2dali — ——1 slinktool

Enable/ Disable/Start/Stop services Enable/Disable/Start/Stop servic

E

jserver collectoridistributor

Giralp data

Configuration exchan;
TCP port 11788

Setimadify configuration Operator's Discovery

—0|
desktop application

al
— Gilralp data centre monitor <---

Operator's Discovery
deskiop appication
State of Health infarmation packet
UDP port 11788/ loopback

Configuration of Data Centre software package components can be done, under normal operation, by
the Discovery desktop application. Discovery provides functionality to configure which seismic
stations Data Centre should be connected to and what conditions should be used to generate state of
health information. Configuration exchange is performed on port 11788 TCP connection between Data
Centre and Discovery. Discovery requests the current configuration from the Data Centre, modifies it
if required, and sends back the updated structure.

Extra configuration may be required during installation and the possible options are described in
Guralp Data Centre Installation document.
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=
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Giralp data centre software
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State of health information can be distributed to multiple registries by both, Giralp Data Centre
Monitor service and Glralp seismic station on port 11788 through UDP packets. Information gathered
from the system is packetized and sent to configured Giiralp Responder servers to be redistributed on

request.

State of health information is requested by Discovery desktop application from the registry and
displayed in the application main window table. More detailed information about system status can
be obtained by accessing either device dashboard (for seismic stations) or state of health dashboard
(for data centre instance). More information about how to operate Discovery application can be found

in Guralp Data Centre Operator Manual.
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Summary

Network protocols and ports
Guralp devices which are using DIG operating system require the following ports to be

open/forwarded:

Port Protocol Description

80 TCP HTTP server, required to access device webpage for state of health
information and configuration.

1565 TCP GDI data transmission protocol.

1567 TCP/UDP | GCF data transmission protocol.

4242 TCP File exchange protocol used by Discovery desktop application to exchange
files and configuration.

4244 TCP Remote console used for debugging, available in Discovery desktop
application.

11788 | UDP Remote procedure calls protocol used by the Discovery desktop application
to remotely execute functions on the device.
This port is also an outgoing port for State of Health packets that are sent to
the Giralp Responder server.

18000 | TCP SeedLlink data transmission protocol.

Data centre software package requires the following ports to be open:

Port Protocol Description

11788 | UDP Used for sending and requesting state of health information by system
components and Discovery desktop application.

11788 | TCP Configuration exchange protocol used by Discovery desktop application to
configure data streaming connections.

16000 | TCP Datalink data transmission protocol connection to IRIS ringserver.

18000 | TCP SeedLlink data transmission protocol connection to IRIS ringserver for both
incoming and outgoing data streams.

39




gural

)

Appendix 2 - Installation
Software packages diagram

Package manager installation

Packages

guralp-datc-0.3-1.{platform} x86_64.rpm

ibmseed-2.19.6-0.1 {platform). x86_64.rpm

slink2dali-0.7b-0.1.{platform) xB6_64.rpm

slinktook4.3b-0.1. {platform} x86_6.rpm

Package guralp-dalc-0.3 1 {arch).rpm

Giiralp Data Centre controller

ystemd

User:

guralpeontroller

Giralp Data Centre monitor

Gilralp responder

lp-controller. service

Executable
usr/ibexeclguralp-controller

Service file:

Default working directery (home directory):
lvarfcacheiguralp

‘guralpmonitor

IRIS Ringserver

[Package libmseed-2.19.6-0.1 {arch} rpm

Library: lbmseed

Package slink2dali-0. 7b-0.1 {arch).rpm

slink2dali

lusrlibexeciguralp-monitor

Service file:

Default working directory (home directory):
irun/guralpietc

quralp der.service

Executable:
iusrllibexeciguralp-responder

Service file:
it der.service

Default working directory {home directory):
irun/guralplete

User:

ringserver

[Package siinktool4.3b-0.1 {arch).rpm

slinktool

service

Executable
lusr/libexec/iris-ringserver

Service file:
lustllibisystemdisystem/is-ringserver. service

Default working directory (storage/home directory):
warlcachelguralpiminiseed

User:

slinksrc

40

Executable
fusr/bin/slink2dali

Service file:
lusrlib/systemdisystem/sink2dai@.servica

Default working directory (home directory):
varlcachelguralpislinksrc

2 slinklat

siinktool @.service

Executable
fusr/bin/slinktool

Service file:
lusillibisystemdisystem/siinklool @.service

Default working directory {home directory):
ivar/cachelguralpilatency
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Installation guide

Introduction

This installation guideline provides instructions of how to install Gliralp Data Centre acquisition
software package with required dependencies. Software package is provided in a form of a set of RPM
files that in this document are installed using dnf package manager on Red Hat 8.

Operating system requirements
Guralp Systems Data Centre software package has been tested on the following x86_64 platforms:

- Red Hat Enterprise Linux 8 (or equivalent, e.g. Rocky Linux 8 or AlmaLinux 8)
- Amazon Linux 2

Minimum system dependency requirements are:

- systemdv239
- Qtvs.12.5
- polkitv0.115

Software package content
Software package provided contains 4 RPM files:

- guralp-datc-0.5-1.el8.x86_64.rpm
Installs the main components of the Data Centre: IRIS ringserver, Giralp responder and the
Data Centre controller and monitor binaries.

- libmseed-2.19.6-0.1.el8.x86_64.rpm
Installs libmseed library providing MiniSEED support for SEED related parts of the software
solution.

- slink2dali-0.7b-0.1.el8.x86_64.rpm
Installs slink2dali executable required to convert Seedlink data received from the seismic
station to Datalink data consumed by the IRIS ringserver.

- slinktool-4.3b-0.1.el8.x86_64.rpm
Installs slinktool executable required to measure the data latency.

Installation

Software package is provided in a set of RPM files that should be installed using the operating system
package manager. This document describes installation procedure on Red Hat Enterprise Linux 8 with
dnf package manager.

Installation requires root privileges and access to the RedHat packages repository.

Install libmseed
Install libmseed package from the provided RPM using dnf package manager by executing the
following command:

sudo dnf install libmseed-2.19.6-0.1.el8.x86 64.rpm

41



quralp- -‘“—'‘——“”“"W“”\f\f\“”\/\/\/‘\/\J\/\M/W\f“““““’“"w

Install slinktool
Install slinktool package from the provided RPM using dnf package manager by executing the following
command:

sudo dnf install slinktool-4.3b-0.1.e18.x86 64.rpm

Install slink2dali
Install slink2dali package from the provided RPM using dnf package manager by executing the
following command:

sudo dnf install slink2dali-0.7b-0.1.el8.x86 64.rpm

Install Guralp Data Centre software
Install Gliralp Data Centre software package from the provided RPM using dnf package manager by
executing the following command:

sudo dnf install guralp-datc-0.5-1.el1l8.x86 64.rpm

Verification
Each installation step should complete without failures and all of the required dependencies should
be pulled from the package repository. Please contact Gliralp support in case of any problems.

Successful installation should result in all of the key services to be enabled and running in the
operating system what can be verified by executing the following commands:

- For Giiralp responder:

systemctl status guralp-responder.service

Reported status should indicate the service is active and running.
- For Giiralp Data Centre monitor:

systemctl status guralp-monitor.service

Reported status should indicate the service is active and running.
- For Giiralp Data Centre controller:
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systemctl status guralp-controller.service

Reported status should indicate the service is active and running.
- For IRIS ringserver:

systemctl status iris-ringserver.service

Reported status should indicate the service is active and running.
Additionally, slinktool and slink2dali binaries should be available under /usr/bin directory.

Note: slinktool and slink2dali services are available per seismic station connection therefore
installation process will not start those services automatically. In order to create a connection to the
remote data server please refer to Gliralp Data Centre Operator Manual.

Download

Software packages can be downloaded from Giiralp website by following the links below.

Documentation:
- Architecture overview: docx | pdf
- Installation guideline: docx | pdf
- Operator manual: docx | pdf

Software packages:

- Guralp Data Centre package [guralp-datc-0.5-1.platform.x86_64.rpm]:
Red Hat Enterprise Linux 8 | Amazon Linux 2

- Slink2dali [slink2dali-0.7b-0.1.platform.x86_64.rpm]:
Red Hat Enterprise Linux 8 | Amazon Linux 2

- Slinktool [slinktool-4.3b-0.1.platform.x86_64.rpm]:
Red Hat Enterprise Linux 8 | Amazon Linux 2

- MiniSeed library [libmseed-2.19.6-0.1.platform.x86_64.rpm]:
Red Hat Enterprise Linux 8 | Amazon Linux 2

Support

For support enquiries, please contact support@guralp.com.

Guralp Systems Limited

Midas House, Calleva Park, Aldermaston,
Reading, RG7 8EA,

United Kingdom

Tel: +44 118 981 9056
Fax: +44 118 981 9943

E-mail: sal
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https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Architecture_Overview.docx
https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Architecture_Overview.pdf
https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Installation_Guide.docx
https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Installation_Guide.pdf
https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Operator_Manual.docx
https://www.guralp.com/download/datc/documents/Guralp_Data_Centre_Operator_Manual.pdf
https://www.guralp.com/download/datc/guralp-datc-0.5-1.el8.x86_64.rpm
https://www.guralp.com/download/datc/guralp-datc-0.5-1.amzn2.x86_64.rpm
https://www.guralp.com/download/datc/slink2dali-0.7b-0.1.el8.x86_64.rpm
https://www.guralp.com/download/datc/slink2dali-0.7b-0.1.amzn2.x86_64.rpm
https://www.guralp.com/download/datc/slinktool-4.3b-0.1.el8.x86_64.rpm
https://www.guralp.com/download/datc/slinktool-4.3b-0.1.amzn2.x86_64.rpm
https://www.guralp.com/download/datc/libmseed-2.19.6-0.1.el8.x86_64.rpm
https://www.guralp.com/download/datc/libmseed-2.19.6-0.1.amzn2.x86_64.rpm
mailto:support@guralp.com

